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What is the Next Step for Object Detection?

Closed-Set Open-vocabulary Visual Prompt

DETR Grounding DINO T-Rex



Most Detection Entities Can be Described in Language

摔倒检测 佩戴安全帽检测 工位睡觉检测

抽烟检测行人安全检测

“person fallen” “person that are not wearing helmet” “person that is sleeping”

“person on the crossroad” “person that are smoking”

交通管理

“cars that are crushed”

智慧农业

“tomato that are not ripe”

What is the Next Step for Object Detection?



What is the Next Step for Object Detection?

In Open-Vocabulary object detection, the term "open" only refers to openness in categories,

“helmet”

“yellow helmet”

“tomato”

“ripe tomato”

“laptop”

“laptop that is on”

Finding 1: State-of-the-art Open-set detection models lack language comprehension capabilities



What is the Next Step for Object Detection?

Finding 2: State-of-the-art Multimodal LLMs lack fine-grained perception capabilities

User: Please help me detect person in 

this image

MLLMs:

“Sure, here is person [[90, 70, 120, 340], 

[110, 70, 125, 400]]”
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What is the Next Step for Object Detection?

Detection Model：Strong Perception, Weak Understanding 

Multimodal LLMs： Weak Perception, Strong Understanding 

Next Step: A mode with both strong perception and understanding capabilities
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ChatRex: Taming Multimodal LLM for Joint Perception and Understanding

Jiang Q, Luo G, Yang Y, et al. Chatrex: Taming multimodal llm for joint perception and understanding[J]. arXiv preprint arXiv:2411.18363, 2024.
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Motivation: How MLLMs do Detection?

How MLLMs do object detection: directly predict quantized coordinates as text tokens[1].

[1] Chen T, Saxena S, Li L, et al. Pix2seq: A language modeling framework for object detection[J]. arXiv preprint arXiv:2109.10852, 2021.

Pix2Seq[1]

LLM

Vision 

Encoder
Tokenizer

“detect banana”

“Sure, here is banana [[90, 70, 120, 340], 

[110, 70, 125, 400]]”

Modern MLLMs
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But the performance is not good enough

Motivation: How MLLMs do Detection?

Low Recall Rate
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Motivation: What’s the Challenge?

1. Directly predict the coordinates is a hard task: Regression V.S. Classification

pred

GT
Loss

detection model training

pred

GT
Loss

MLLM training

High LossLow Loss

2. Error Propagation: Each box requires at least 9 tokens and can cause cascading errors.

3. Ambiguity in Prediction Order: Auto-regressive prediction needs a predefined sequence order.

4. Quantization Range Limitation: Large image (>1000 px) input can lead to quantization error.

“bottle1, bottle2, bottle3” “bottle3, bottle2, bottle1” “bottle2, bottle1, bottle3”
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Solution: Retrieval-based Perception MLLM

Core idea: LLM has strong understanding capability, while detection model has strong perception capability

LLM

detect dog

“Sure, here is dog [[90, 70, 120, 340], 

[110, 70, 125, 400]]”

LLM

detect dog

“Sure, here is dog <box2>, <box4>”

object 

proposal

Retrieval based method
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ChatRex: Detection-Oriented MLLM
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ChatRex: Detection-Oriented MLLM

ChatRex Architecture

Universal Proposal Architecture



www.idea.edu.cn

ChatRex: Detection-Oriented MLLM

Use the input box indices as the output of detection
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ChatRex: Detection-Oriented MLLM

Use the input box indices as the output of detection
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ChatRex: Detection-Oriented MLLM

Use the input box indices as the output of detection
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Experiments: Training Data and Recipe

RexVerse-2M Dataset Engine

Stage1: Alignment Training

Stage2: Perception Training

Stage3: Joint Perception and Understanding Training

RexVerse-2M Dataset Example



Experiments: Perception and Understanding

ChatRex achieves strong 

performance in object detection 

tasks, while also demonstrating 

competitive performance on

multimodal benchmarks.

Perception Capability

Understanding Capability



Applications: Common/Long-tailed Object Detection



Applications: Short Phrase/Referring Detection



Applications: Region Understanding



Applications: Grounded Conversation
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Referring to Any Person

Jiang Q, Wu L, Zeng Z, et al. Referring to Any Person[J]. arXiv preprint arXiv:2503.08507, 2025.



Referring V.S. Detection

Detection: “person” Referring: “person who is 

holding two footballs”



Most Detection Tasks Can be formulated as Referring

摔倒检测 佩戴安全帽检测 工位睡觉检测

抽烟检测行人安全检测

“person fallen” “person that are not wearing helmet” “person that is sleeping”

“person on the crossroad” “person that are smoking”

交通管理

“cars that are crushed”

智慧农业

“tomato that are not ripe”



Referring V.S. Detection

Detection: Category name e.g. man

Referring: Category name + 

attributes color material gender age

position left right right

wearing glasses

on a table

affordance cut cook fill water

next to someone

action standing smiling running

E.g.

• a white man

• the second white man from the left

• The second white man from the left that is wearing a blue hat

• The second white man from the left that is wearing a blue hat and is smiling

Closed-set

Open-vocabulary / 

Grounding / Detection

Referring



Motivation: Current SOTA models lack usability

High Performance in existing benchmarks

Low Performance in real-world scenarios1. Designing flaws in existing benchmarks

2. Current MLLMs are still less capable



Solutions: Data + Model

HumanRef Dataset



Solutions: Data

HumanRef Dataset V.S. RefCOCO/+/g

1. Multi-Instance Referring

2. Multi-Instance Discrimination



Solutions: Model

RexSeek

1. Strong perception capability

2.   Strong language comprehension



Experiments

Generalize to Any Object
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Applications: Referring Any Person 
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Applications: Industry Referring
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Conclusions

• Current open-set detection models can only handle category-level openness; they still lack more advanced 

language understanding capabilities.

• Multimodal large language models possess strong understanding capabilities, but they lack fine-grained 

perception abilities.

• Integrating detection models with multimodal large language models enables a complementary approach

ChatRex: 

Paper: https://arxiv.org/abs/2411.18363

Code: https://github.com/IDEA-Research/ChatRex

RexSeek: 

Paper: https://arxiv.org/abs/2503.08507

Code: https://github.com/IDEA-Research/RexSeek

Demo: https://cloud.deepdataspace.com/playground/dino-x

https://arxiv.org/abs/2411.18363
https://arxiv.org/abs/2503.08507
https://github.com/IDEA-Research/RexSeek
https://github.com/IDEA-Research/RexSeek
https://github.com/IDEA-Research/RexSeek
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Taming Multimodal LLM for Object Perception

Thanks!
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